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This paper presents a general approach to annotation inference for a given static program checker. The approach reuses the checker as a subroutine. The approach has been used to implement annotation inference systems for two static program checkers, ESC/Java and rccjava. The paper describes the approach formally and shows how it applies to ESC.

0. INTRODUCTION

Static program checkers find software defects. Many static checkers rely on the programmer to supply annotations describing program properties such as invariants and module specifications. The annotations permit the checker to find defects using a local (modular) analysis, because the annotations provide specifications of module interfaces. During the analysis, the checker verifies that the supplied annotations are consistent with the program. The presence of the annotations guides the checking process, thus making the checking problem conceptually and computationally simpler.

For example, conventional type checkers follow this modular approach and rely on type annotations to guide the type checking process. Similarly, static race condition checkers, like rccjava [7], rely on annotations describing the locking discipline. Another kind of modular checker is an extended static checker like ESC/Modula-3 [3] or ESC/Java [6,8], whose annotations include preconditions, postconditions, and object invariants.

A limitation of the modular checking approach is the burden on the programmer to supply annotations. Although programmers have grown accustomed to writing type annotations, they have been reluctant to provide additional annotations. In our experience, this reluctance has been the major obstacle to the adoption of modular checkers like ESC/Java and rccjava. This annotation burden appears particularly pronounced when one is faced with the task of checking an existing (unannotated) program.

In this paper, we present a general approach to building an annotation inference system, an annotation assistant, for a given checker. Our approach reuses the checker as a subroutine. We have implemented annotation assistants for both ESC/Java and rccjava and have found the inferred annotations to be useful.

In more detail, our annotation assistants have the following form:

\begin{verbatim}
generate candidate annotation set;
repeat
    invoke checker to refute annotations;
    remove the refuted annotations
until quiescence
\end{verbatim}

The candidate annotation set is a finite set generated from the program text and checker-specific heuristics about what annotations are possible and/or likely to apply to the program. We will not describe the nature of the candidate set or its generation any further in this paper. Instead, we focus on the loop of the pseudo-code above.

Like any invocation of the checker, the invocation inside the loop produces warnings about pieces of the program that violate some of the given annotations. The annotation assistant interprets such warnings as identifying incorrect annotation guesses in the candidate set. In this sense, an invocation of the checker has the effect of refuting some number of candidate anno-
tations.

The net effect of the loop is to remove incorrect candidate annotations. Thus, the set of annotations remaining upon termination is a correct subset of the candidate set.

Some questions immediately arise about the correctness of the annotation assistant algorithm: Does the algorithm terminate with a unique answer? Does it matter in which order the checker is invoked on the various parts of the program? Does the checker need to be applied to all parts of the program on every iteration? What properties of the checker does the annotation assistant rely on? In this paper, we describe the approach formally so that we can answer these questions.

We start in Section 1 by formalizing modular checkers. Section 2 presents the basic annotation assistant algorithm and the subsequent section presents a more efficient algorithm. Section 4 defines a miniature extended static checker and proves that it satisfies the checker properties as assumed by the two algorithms. The last couple of sections discuss related work and conclude.

Before going on, we introduce some notational conventions. We write \( \mathcal{P} \times X \) to denote the power set of \( X \). Following Dijkstra, we use a left-associative infix “.” (binding stronger than any other operator) to denote function application. The expression \( \{ x \mid r.x :: t.x \} \) denotes the set of terms of the form \( t.x \) for all \( x \) satisfying the range expression \( r.x \). For \( Q \) denoting \( \forall \) or any associative operator that is symmetric on the elements of \( \{ x \mid r.x :: t.x \} \) (for example, \( \cup \)), the expression \( (Qx \mid r.x :: t.x) \) denotes the application of \( Q \) to the elements of \( \{ x \mid r.x :: t.x \} \). If the range expression is \( true \), we may omit the “\( \mid \) true”.

1. MODULAR CHECKERS

A modular checker checks a program one part at a time. We refer to the program parts on which the checker operates as units of checking, or simply as units. For some checkers, a unit of checking may be a routine such as a procedure, method, or constructor. For other checkers, a unit may be a larger construct such as a module, package, or class. We let \( Unit \) denote the set of possible units of checking. We are not concerned with the internal structure of these units: we simply assume that a program is a finite set of units and that we have a checker that can check these units.

While checking each unit, the checker relies on annotations specifying properties of the other units in the program. We use \( Ann \) to denote the set of possible annotations.

During the checking process, the checker may produce two kinds of warnings. The first kind of warning concerns potential run-time errors, such as dereferencing the null pointer. Although these warnings are useful for static debugging purposes, they do not aid us in the construction of an annotation assistant, and we will not discuss them further.

The second kind of warning concerns refuted annotations. During the checking process, the checker may discover that the given unit is not consistent with some given annotation (for example, the unit may be a procedure that fails to ensure one of its postconditions). In this case, we say that the checker refutes the annotation. We formalize the checker as a function \( C \) that takes a unit \( f \) and a set of annotations \( A \) and returns the set of annotations in \( A \) that are not refuted:

\[
C : Unit \times \mathcal{P} \ Ann \rightarrow \mathcal{P} \ Ann
\]

An annotation assistant relies on two properties that we assume about the underlying checker. The first is that the set of annotations returned by the checker is a subset of those to which the checker is applied, that is, \( C.f \) is contracting:

\[
\langle \forall f, A \mid f \in Unit \land A \subseteq Ann :: C.f.A \subseteq A \rangle \quad (Ch0)
\]

The second property is that \( C.f \) is monotonic:

\[
\langle \forall f, A, B \mid f \in Unit \land A \subseteq B \subseteq Ann :: C.f.A \subseteq C.f.B \rangle \quad (Ch1)
\]

Intuitively, if a checker invocation does not refute a particular annotation, then passing additional annotations to the checker does not cause that annotation to be refuted either.

For convenience, we overload (“lift”) \( C \) to also apply to sets of units: for any subset \( F \) of \( Unit \),

\[
C.F.A = \langle \cap f \mid f \in F :: C.f.A \rangle \cap A
\]
For the lifted checker, \(CF\) is also contracting and monotonic. Furthermore, for any unit \(f\), set of units \(F\), and set of annotations \(A\), we have

\[
\begin{align*}
  f \in F \Rightarrow C.F.A & \subseteq C.f.A \quad \text{(0)} \\
  f \in F \land C.F.A = A \Rightarrow C.f.A = A \quad \text{(1)}
\end{align*}
\]

We say that an annotation set \(A\) is valid for a program \(P\) if \(C.P.A = A\), that is, if \(C\) does not refute any of the annotations in \(A\). It follows from properties Ch0 and Ch1 that validity is closed under union. Hence, for any program \(P\) and annotation set \(A\), there is a unique greatest subset of \(A\) that is valid for \(P\).

2. ANNOTATION ASSISTANTS

An annotation assistant is a program that, for a given (finite) candidate annotation set \(G\) and a program \(P\), computes the greatest subset of \(G\) that is valid for \(P\). Formally, an annotation assistant computes a set \(B\) such that

\[
\begin{align*}
  B \subseteq G & \quad \text{(AA0)} \\
  C.P.B = B & \quad \text{(AA1)} \\
  (\forall X \mid X \subseteq G \land C.P.X = X :: X \subseteq B) & \quad \text{(AA2)}
\end{align*}
\]

The following program implements an annotation assistant.

\[
\begin{align*}
  & B := G \\
  \text{while } & C.P.B \neq B \text { do} \\
  & \quad \text{choose } X \text{ such that } C.P.B \subseteq X \not\subseteq B; \\
  & \quad B := X
\end{align*}
\]

The body of this loop picks any set \(X\) that satisfies the given constraint and then sets \(B\) to \(X\). The loop guard and Ch0 guarantee that such an \(X\) exists.

The program satisfies the specification of an annotation assistant: It is not hard to prove, using Ch1, that AA0 and AA2 is a loop invariant. The negation of the loop guard is AA1. Termination follows from variant function \(|B|\), which is strictly decreased by the loop body.

Note that this program can remove from \(B\) any annotation that \(C.P.B\) refutes; it need not contract \(B\) to \(C.P.B\) itself. Thus refuted annotations can be removed from \(B\) in any order.

3. A MORE EFFICIENT ALGORITHM

Although the algorithm described in the preceding section is simple, it is also inefficient, since it involves computing \(C\) on all units of the program in each iteration. In practice, this is usually unnecessary, since units are often “independent” of certain annotations (e.g., if the units do not read or write the variables mentioned in those annotations). In this section, we explore this idea further in order to develop a more efficient algorithm for computing the greatest valid subset.

A relation \(\text{indep}\) on \(\text{Unit} \times \mathcal{P}\).\text{Ann}\) is an independence relation for a checker \(C\) if it satisfies the following properties, for all units \(f\) and annotation sets \(B\) and \(K\),

\[
\begin{align*}
  \text{indep}.f.B & \Rightarrow C.f.(B \cup K) \subseteq B \cup C.f.K \quad \text{(Ind0)} \\
  \text{indep}.f.\emptyset & \quad \text{(Ind1)}
\end{align*}
\]

Informally, \(\text{indep}.f.B\) denotes that unit \(f\) is independent of the annotations in \(B\).

Given an independence relation, we develop a more efficient algorithm that recomputes \(C.f.A\) for a unit \(f\) only upon removal of an annotation on which \(f\) depends. This is achieved by using a set \(W\) (called the “work set”) to record those units that remain to be checked. In particular, we maintain the loop invariant AA0 \& AA2 \& (2) \& (3) where

\[
\begin{align*}
  W & \subseteq P \quad \text{(2)} \\
  C.(P \setminus W).B & = B \quad \text{(3)}
\end{align*}
\]

Informally speaking, (3) states that the annotation set \(B\) is valid for the set of units \(P \setminus W\). Loop invariants (2) and (3) are initially established by setting the work set to \(P\), and whenever a set \(R\) of annotations is removed from \(B\), the work set is enlarged to include all the units that are not independent of \(R\). The loop terminates when the work set is empty. The full algorithm is given in Figure 0.

We prove that this program satisfies the specification of an annotation assistant. First, note that the negation of the guard is \(W = \emptyset\), which with (3) implies AA1. The proofs that AA0 and AA2 are loop invariants are similar to those of the algorithm in the previous section. It is simple to prove that (2) is a loop invariant and that...
Figure 0. The more efficient algorithm.

(3) is established initially. Proving that (3) is maintained by the body comes down to proving that

\[ C.(P \setminus ((W \setminus F) \cup Y)).X = X \]

holds just before the assignment to \( B \). By Ch0 and the definition of the lifted checker, it is sufficient to prove that

\[ \forall f \mid f \in P \setminus ((W \setminus F) \cup Y) \colon X \subseteq C.f.X \]

With \( F, X, R, \) and \( Y \) defined as suggested by the program text, we calculate,

\[
\begin{align*}
f & \in P \setminus ((W \setminus F) \cup Y) \\
= & \quad \{ \text{set calculus} \} \\
f & \in P \land f \notin W \setminus F \land f \notin Y \\
= & \quad \{ \text{definition of } Y \} \\
f & \in P \land f \notin W \setminus F \land \text{indep}.f.R \\
\Rightarrow & \quad \{ \text{Ind0 with } B, K := R, X \} \\
f & \in P \land f \notin W \setminus F \land C.f.(R \cup X) \subseteq R \cup C.f.X \\
= & \quad \{ \text{set calculus and } F \subseteq P \text{ (by (2))}, \text{and } R = B \setminus X \text{ and } R \cup X = B \text{ (by Ch0)} \} \\
(f & \in P \setminus W \lor f \in F) \land C.f.B \subseteq (B \setminus X) \cup C.f.X \\
\Rightarrow & \quad \{ (3), (1), \text{and (0)} \} \\
(C.f.B & = B \lor C.f.B \subseteq C.f.B) \land C.f.B \subseteq (B \setminus X) \cup C.f.X \\
\Rightarrow & \quad \{ \text{lifted Ch0} \} \\
C.f.B & \subseteq C.f.B \land C.f.B \subseteq (B \setminus X) \cup C.f.X \\
\Rightarrow & \quad \{ X = C.f.B \} \\
X & \subseteq (B \setminus X) \cup C.f.X \\
= & \quad \{ \text{set calculus} \} \\
X & \subseteq C.f.X
\]

\[ \begin{array}{l}
\text{source statement } S \quad ts.X.Y.S \\
v := e & \quad v := e \\
\text{assert } e & \quad \text{assert } () : e \\
\text{assume } e & \quad \text{assume } (): e \\
S0 ; S1 & \quad ts.X.Y.S0 ; ts.X.Y.S1 \\
S0 \sqcap S1 & \quad ts.X.Y.S0 \sqcap ts.X.Y.S1 \\
\text{var } w \text{ in } S \text{ end} & \quad \text{var } w \text{ in } ts.X.Y.S \text{ end} \\
\text{call } m & \quad ( ; p | (\text{pre}, m, p) \in Y : ; \\
& \quad \text{assert } (\text{pre}, m, p) : p ) ; \\
& \quad \text{var } \text{Var}, \text{Var in} \\
& \quad ( ; v | v \in \text{Var} : \hat{v} := v ) ; \\
& \quad ( ; q | (\text{post}, m, q) \in X : \\
& \quad \text{assume } (\text{post}, m, q) : q ) ; \\
& \quad ( ; v | v \in \text{Var} : v := \hat{v} ) \\
\end{array} \]

Figure 1. The source language (left column) and its translation \( ts \) into intermediate-language statements (right column).

Termination of the more efficient program follows from the lexicographically ordered variant function \( (|B|, |W|) \), which is strictly decreased by the loop body, as can be proved using Ch0 and Ind1.

4. Application: Extended Static Checking

In this section, we formally define a miniature extended static checker, ESC. We show that it satisfies the two properties Ch0 and Ch1, which are assumed of the checker by the basic algorithm in Section 2. We then define independence for ESC annotations, and show that the definition satisfies the properties Ind0 and Ind1, which are used by the more efficient algorithm in Section 3.

For ESC, a unit of checking is a procedure, which has the form

\[ \text{proc } m \text{ is } S \]

and declares that \( m \) is the name of a procedure with body \( S \). A procedure body is a source statement in the simple untyped language shown in the left-hand column of Figure 1. The language is a variation of the guarded-command language in-

\[ B := G ; W := P ; \]

while \( W \neq \emptyset \) do

\[
\begin{align*}
\text{choose } & F \text{ such that } \emptyset \subseteq F \subseteq W ; \\
X & := C.F.B ; \\
R & := B \setminus X ; \\
Y & := \{ f \mid f \in P \land \neg \text{indep}.f.R \colon f \} ; \\
B & := X ; \\
W & := (W \setminus F) \cup Y
\end{align*}
\]

end
introduced by Dijkstra [4], with some more recent additions (see, e.g., [11,0]). It includes assignments, assert and assume statements, sequential composition, demonic choice, local variable introduction, and procedure calls. For simplicity, loops are not included, but recursion is allowed.

An execution of a source statement has three possible outcomes: it may terminate (in some state), it may recurse forever, or it may “go wrong”. The execution goes wrong if it reaches a statement assert \( e \) in a program state where the predicate \( e \) evaluates to false. If \( e \) evaluates to true, the assert statement terminates without changing the state.

The language includes demonic (blind) nondeterminism, in two ways. First, the execution of a statement has three possible outcomes: it may terminate (in some state), it may recurse forever, or it may “go wrong”. The execution goes wrong if it reaches a statement assert \( e \) in a program state where the predicate \( e \) evaluates to false. If \( e \) evaluates to true, the assert statement terminates without changing the state.

The language includes demonic (blind) nondeterminism, in two ways. First, the execution of a statement has three possible outcomes: it may terminate (in some state), it may recurse forever, or it may “go wrong”. The execution goes wrong if it reaches a statement assert \( e \) in a program state where the predicate \( e \) evaluates to false. If \( e \) evaluates to true, the assert statement terminates without changing the state.

The language includes demonic (blind) nondeterminism, in two ways. First, the execution of a statement has three possible outcomes: it may terminate (in some state), it may recurse forever, or it may “go wrong”. The execution goes wrong if it reaches a statement assert \( e \) in a program state where the predicate \( e \) evaluates to false. If \( e \) evaluates to true, the assert statement terminates without changing the state.

For example, the statement

\[
\text{(assume } 0 \leq x ; S) \quad \ □ \quad (\text{assume } x < 0 ; T)
\]

is the familiar deterministic statement

\[
\text{if } 0 \leq x \text{ then } S \text{ else } T \text{ end}
\]

In addition to procedure declarations, programs accepted by ESC can have variable declarations. We let \( \text{Var} \) denote the set of variables declared in the program.

The annotations accepted by ESC are pre- and postconditions of the forms:

\[
\text{(pre, } m, p) \quad \text{(post, } m, q)\]

where \( \text{pre} \) and \( \text{post} \) are keywords, \( m \) is a procedure name, \( p \) is a predicate over \( \text{Var} \), and \( q \) is a predicate over \( \text{Var} \) and \( \text{Var} \), denoting the intermediate-language

<table>
<thead>
<tr>
<th>statement ( S )</th>
<th>( \text{wp}_a.S.R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v := e )</td>
<td>( R(v := e) )</td>
</tr>
<tr>
<td>\text{assert } b; e</td>
<td>\begin{cases} e \land R &amp; \text{if } a = b \ e \Rightarrow R &amp; \text{if } a \neq b \land b = () \ R &amp; \text{if } a \neq b \land b \neq () \end{cases} )</td>
</tr>
<tr>
<td>\text{assume } b; e</td>
<td>( e \Rightarrow R )</td>
</tr>
<tr>
<td>( S_0 \sqcup S_1 )</td>
<td>( \text{wp}_a.S_0.(\text{wp}_a.S_1.R) )</td>
</tr>
<tr>
<td>( S_0 \sqcup S_1 )</td>
<td>( \text{wp}_a.S_0.R \land \text{wp}_a.S_1.R )</td>
</tr>
<tr>
<td>\text{var } w \text{ in } S \text{ end}</td>
<td>{ \forall w :: \text{wp}_a.S.R }</td>
</tr>
</tbody>
</table>

Figure 2. The intermediate language (left column) and its weakest-precondition semantics with respect to a label \( a \) and post-state predicate \( R \) (right column).

values of the variables in the pre- and post-states, respectively. For instance, a postcondition for a procedure \( \text{dec} \) to decrement \( x \) may be (post, \( \text{dec} \), \( \check{\hat{x}} = \hat{x} - 1 \)). The set \( \text{Ann} \) consists of all annotations of these two forms.

We define the checker ESC by a staged translation, similar to the one used by ESC/Java [8]: we first translate the source statements into an intermediate language (see the left-hand column of Figure 2), and then use weakest preconditions to translate the intermediate-language statements into verification conditions. A verification condition is a predicate whose universal truth is tested by ESC (whose implementation would in practice make use of an automatic theorem prover).

The intermediate language has no procedure call statements. Instead, the translation replaces each call by its meaning according to the called procedure’s pre- and postcondition annotations. The assert and assume statements of the intermediate-language bear labels, so as to keep track of whether the statement originated in the source or was generated on behalf of some annotation, and if so, which one. The labels of assert statements are used by the checker to identify which annotations to refute.

The first of the two translation stages rewrites source statements by taking annotations into account. In particular, we write \( \text{tp}.f.X.Y \) to denote
tp.(proc m is S).X.Y =
  ( p \mid (\pre, m, p) \in X ::
    assume (\pre, m, p); p ) ;
  ( v \mid v \in Var :: \hat{v} := v ) ;
  ts.X.Y.S ;
  ( q \mid (\post, m, q) \in Y ::
    assert (\post, m, q); q )

Figure 3. The translation tp of a procedure into
the intermediate language.

For any intermediate-language statement S and predicate R on the
post-state of S, \wp_a.S.R characterizes the pre-states from
which executions of S do not go wrong because of a and terminate only in states satisfying R.

Under \wp_a, an assert statement originating in
the source program (with the empty label "()") is
given the conventional “assert-stop” semantics: if a = (), then the asserted condition is checked in the usual fashion; if a \neq (), then the asserted condition is assumed to hold, because no execution gets past the statement unless the condition does hold. An assert statement with a nonempty label b denoting a guessed annotation is given “assert-continue” semantics: if a = b, then the asserted condition is again checked as usual; if a \neq b, then the assert statement is ignored, because the annotation should not be relied on until the annotation assistant reaches quiescence without having refuted it. Operationally, if the predicate evaluates to false, then an assert-stop check results in abrupt program termination, whereas an assert-continue check may cause some diagnostic message to be logged but does not otherwise affect program execution.

Now we can finally define ESC. For a procedure f and a set of annotations A, ESC returns the subset of A that, assuming all annotations in A, does not cause f to go wrong:

ESC.f.A =
{ a \mid a \in A \land [\wp_a.(tp.f.A.A).true] :: a }

The square brackets around the \wp_a predicate are “everywhere brackets” [5] and universally quantify over all program variables. Thus, the formula [p] denotes that predicate p is universally true.

4.0. ESC is a checker

We now prove that ESC is a checker. The fact that ESC satisfies Ch0 follows directly from the definition of ESC. To prove Ch1, it is useful to introduce program refinement [0] for intermediate-language statements.

A statement S is refined by a statement T when T has the same behavior as S, except possibly that T goes wrong under fewer circumstances and exhibits less nondeterminism (for example, it may contain more assume statements). Formally, we define refinement with respect to a label a: for any intermediate-language statements S and T,

\[ S \subseteq_a T \equiv (\forall R :: [\wp_a.S.R \Rightarrow \wp_a.T.R] ) \]

where R ranges over predicates on the post-states of S and T.

The function tp enjoys the following refinement properties, for any label a, procedure f, and annotation sets X, Y, and Z:

\[ tp.f.X.Z \subseteq_a tp.f.(X \cup Y).Z \] (4)
\[ tp.f.X.(Y \cup Z) \subseteq_a tp.f.X.Y \] (5)
\[ a \notin Z \setminus Y \Rightarrow tp.f.X.Y \subseteq_a tp.f.X.(Y \cup Z) \] (6)
These properties follow from the definitions of \(tp\) and \(ts\).

To prove that ESC satisfies the monotonicity property Ch1, we show

\[
\text{ESC}.f.A \subseteq \text{ESC}.f.(A \cup B)
\]

for any procedure \(f\) and annotation sets \(A\) and \(B\). We calculate,

\[
\text{ESC}.f.A \subseteq \text{ESC}.f.(A \cup B)
= \{ \text{definition of ESC} \}
\]

\[
\{ a \mid a \in A \land [wp_a.(tp.f.A.A).true] :: a \} \subseteq
\{ a \mid a \in A \cup B \land
\quad [wp_a.(tp.f.(A \cup B).(A \cup B)).true] :: a \}
\]

\[
= \{ \text{set calculus}\}
\]

\[
(\forall a \mid a \in A :: [wp_a.(tp.f.A.A).true] \Rightarrow
\quad [wp_a.(tp.f.(A \cup B).(A \cup B)).true])
\]

\[
\leftarrow \{ \text{predicate calculus}\}
\]

\[
(\forall a \mid a \in A :: (\forall R :: [wp_a.(tp.f.A.A).R \Rightarrow
\quad wp_a.(tp.f.(A \cup B).(A \cup B)).R]))
\]

\[
= \{ \text{definition of } \sqsubseteq_a \}
\]

\[
(\forall a \mid a \in A ::
\quad tp.f.A.A \sqsubseteq_a tp.f.(A \cup B).(A \cup B))
\]

\[
\leftarrow \{ \text{with } X,Y,Z := A,B,A \}
\]

\[
(\forall a \mid a \in A ::
\quad tp.f.(A \cup B).A \sqsubseteq_a tp.f.(A \cup B).(A \cup B))
\]

\[
\leftarrow \{ \text{with } X,Y,Z := (A \cup B),A,B \}
\]

\[
\text{true}
\]

We have thus shown that ESC is a checker.

### 4.1. Independence in ESC

We now define an independence relation \(\text{indep}\) for ESC, which permits us to use the more efficient algorithm of Section 3.

For any intermediate-language statement \(S\), we define \(\text{assumes}.S\) to be the set of annotations attached to assume statements in \(S\), see Figure 4. Note that

\[
\text{assumes}.(tp.f.X,Y) \text{ is independent of } Y
\]

and as a function of \(X\), \(\text{assumes}.(tp.f.X,Y)\) distributes over arbitrary union

Finally, for any procedure \(f\) and annotation sets \(X, Y, \text{ and } Z\),

\[
\text{assumes}.(tp.f.X,Z) = \text{assumes}.(tp.f.Y,Z) \equiv
\quad tp.f.X.Z = tp.f.Y.Z
\]

\[
\text{intermediate-language}
\]

\[
\begin{array}{ll}
\text{statement } S & \text{assumes}.S \\
\hline
v := e & \emptyset \\
\text{assert } a: e & \emptyset \\
\text{assume } a: e & \{ 0 \quad \text{if } a = () \\
& \{ a \} \quad \text{if } a \in \text{Ann} \\
S0 ; S1 & \text{assumes}.S0 \cup \text{assumes}.S1 \\
S0 \sqcup S1 & \text{assumes}.S0 \cup \text{assumes}.S1 \\
\text{var } w \text{ in } S \text{ end} & \text{assumes}.S \\
\end{array}
\]

We define independence for ESC as follows, for any \(f\) and \(B\):

\[
\text{indep}.f.B \equiv \text{assumes}.(tp.f.B.\emptyset) = \emptyset \quad (10)
\]

To prove that \(\text{indep}\) is an independence relation, we next prove that it satisfies Ind0 and Ind1.

For any \(f\) and \(B\) such that \(\text{indep}.f.B\), and for any \(K\), we calculate,

\[
\text{ESC}.f.(B \cup K)
\]

\[
= \{ \text{definition of ESC} \}
\]

\[
\{ a \mid a \in B \cup K \land
\quad [wp_a.(tp.f.(B \cup K).(B \cup K)).true] :: a \}
\]

\[
= \{ \text{split range} \}
\]

\[
\{ a \mid a \in B \land
\quad [wp_a.(tp.f.(B \cup K).(B \cup K)).true] :: a \}
\]

\[
\cup \{ a \mid a \in K \land
\quad [wp_a.(tp.f.(B \cup K).(B \cup K)).true] :: a \}
\]

\[
\subseteq \{ \text{set calculus} \}
\]

\[
B \cup \{ a \mid a \in K \land
\quad [wp_a.(tp.f.(B \cup K).(B \cup K)).true] :: a \}
\]

\[
= \{ \text{by calculation below and } (9):}
\quad tp.f.(B \cup K).K = tp.f.K.K \}
\]

\[
B \cup \{ a \mid a \in K \land
\quad [wp_a.(tp.f.(B \cup K).K).true] :: a \}
\]

\[
= \{ \text{definition of ESC} \}
\]

\[
B \cup \text{ESC}.f.K
\]

where we have used

\[
\text{assumes}.(tp.f.(B \cup K).K)
\]

\[
= \{ (8) \}
assumes.(tp.f.B.K) \cup assumes.(tp.f.K.K) \\
= \{ (7) \} \\
assumes.(tp.f.B.\emptyset) \cup assumes.(tp.f.K.K) \\
= \{ \text{indep.f.B and (10)} \} \\
assumes.(tp.f.K.K)

thereby establishing Ind0. Property Ind1 follows directly from (10) and (8) with the empty union.

5. RELATED WORK

Abstract interpretation [2] is a standard framework for developing and describing program analyses. We can view an annotation assistant as an abstract interpretation, where the abstract state space is the power set lattice \( \mathcal{P}G \) and the checker is used to compute the abstract transition relation.

As usual, the choice of the abstract state space controls the conservative approximations performed by the analysis. In our approach, it is easy to tune these approximations by choosing the set of candidate annotations appropriately, provided that this set remains finite and that the annotations are understood by the checker.

An interesting aspect of our approach is that the checker can use arbitrary techniques (for example, weakest preconditions in the case of ESC) for performing procedure-local analysis. If these local analysis techniques allow the checker to reason about sets of intermediate states that cannot be precisely characterized using the abstract state space \( \mathcal{P}G \), then an annotation assistant may yield more precise results than a conventional abstract interpretation that exclusively uses these abstract states to represent sets of concrete states.

The issue of annotation-based program checkers and associated annotation inference algorithms commonly arises in the study of type systems. In contrast to annotation assistants, most type inference algorithms [10,1,9] do not reuse the type checker. In many cases, this reuse may not be possible, for example, because the type checker may not allow multiple type annotation guesses for a given variable declaration. However, for a type checker that does satisfy the properties Ch0 and Ch1 (such as \texttt{rccjava} [7]), the approach outlined in this paper provides a useful method for prototyping a simple, though possibly inefficient, type inference algorithm.

6. CONCLUSION

We have presented an approach for building an annotation assistant for a given program checker. The annotation assistant first determines (guesses) a candidate set of annotations and then iteratively calls the underlying checker to distill the candidate set into its greatest valid subset. In this paper, we described the iterative part of this approach formally. In our formalization, a checker is simply a function that satisfies the two properties Ch0 and Ch1. We showed that these two properties imply that the basic annotation assistant algorithm converges on a unique fixpoint, regardless of the order in which annotations are refuted and removed. We also formalized a notion of independence that leads to a more efficient algorithm. As an example, we formalized a miniature extended static checker and showed that it satisfies the relevant properties.

In this paper, we have not addressed the generation of the candidate set. The candidate set would be derived from the program text and from heuristics specific to a given checker and annotation language. We do permit the candidate set to contain contradictory annotations. For example, a procedure may have the contradictory preconditions \((\text{pre}, m, x < y)\) and \((\text{pre}, m, y < x)\). At least one of these preconditions will be refuted when the annotation assistant checks a call site of this procedure.

Program entry points (such as \texttt{main} in Java or C) do not have call sites that are visible to the annotation assistant. Therefore we require that the candidate preconditions for program entry points be correct, \(i.e.,\) they must hold in the initial state of the program. Similarly, any candidate invariants on global variables must hold in the initial state. From this candidate set, the annotation assistant then infers a subset that holds for all reachable states.

In practice, an extended static checker is either unsound or incomplete or both. We can still develop an annotation assistant for such a checker. An incomplete checker may result in additional candidate annotations being refuted. An unsound
checker may result in incorrect annotations being inferred. In either case, the inferred annotations reflect the limitations of the checker and may still be useful for static debugging.

We have built two annotation assistants from the approach we presented, for the checkers ESC/Java [6,8] and rccjava [7]. From our experience with these, we find the inferred annotations to be useful. Performance has been adequate for rccjava, but it remains a problem in the case of ESC/Java. If an annotation assistant is effective and efficient, one would expect users to gravitate toward using the annotation assistant more often than using the underlying checker directly. This means the annotation assistant will be run many times, with small program or manual annotation changes in between. Hence, we are interested in finding an “incremental” algorithm, where a run of the annotation assistant would make use of information gathered in previous runs. We hope that the formalism we presented here will help in reasoning about incremental algorithms and other more efficient algorithms.
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